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Calculate the t statistics, find the
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Calculate the t statistics, find the...

ris the sample Pearson Product Moment

CC and N-2 is the number of the

degrees of freedom (two less than the

number of pairs in the sample)

p-value in SPSS: Analyze , Correlate, 1+7r

Y Z, = 05—

Hodel Summary
- - ‘m“ R |a5¢m\?‘ﬁ§3‘;\ﬁféﬁﬁ
dl | | il RE| 75 | %2 |
. . 3. Predictors: (Constant), Temperature in degrees
Upper limit = Z, + (Zyitical )(—,—> oy
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Lower llmlt = Zr — (Zcritical )(—m) XI5 Measuring the fit of the overall.,

measere of the fit of th eoverall regressio equation
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Then transform obtained
Z values back to r
Then transform obtained..

Relating R"2 and _Ro*2yx
totransform r to Z using SPSS: Transform, Compute, Z in Target

Variable, Numeric Expression: 0.5* LN((1+7)/(1-r))

in SPSS: Transform, Compute,
espression: (Exp(2'Z)-
1)/(Exp(2°2)+1)

R%/P

Testing RA2 for tatistical significance

There are four ways to test stat. significance - t-test of the significance of r, t-test
of the significance of b, ANOVA F-test of the overall regresion model and R"2
(equation above)

where P is the number of predictors in the regression equation, N is sample

2 . o2 (N — 1)

Ripy = 1 — (L —RE)
Estimating the true population R*2

Fo) Estmating the 1ue population R'2

Sample RA2 overestimates the population RA2. For ratios P:N 1:30 the

difference is minimal, for 1:10 it could be great.




